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Abstract

Land use and land cover management of Africa's Drylands can bene�t from

automated, Arti�cial Intelligence-based remote sensing techniques. However,

for the proper interpretation of the satellite images of new, underexplored re-

gions, contextual knowledge from local experts is often required. This research

sets out to design a system that can save time and manpower to e�ciently

investigate land use. This is done using public satellite images a data source

and object identi�cation as the main technique. A combination of human

intelligence and machine learning techniques is used to optimize object identi-

�cation. Evaluation of the proposed prototype by a group of test users yields

new requirements for re�nement and further development and deployment of

the system for rural Africa. The research outcomes show that the combination

of machine learning and human intelligence is an adequate method to achieve

results with remote sensing of images of new, underexplored regions.
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1

Introduction

1.1 Context

Land use and land cover management is a real world problem that many countries and re-

gions are facing, especially for the regions with vast land area. The traditional method for

land cover management is manually achieved by humans, which wastes plenty of time and

labor, as well as it is di�cult to observe the up to date information and change of a region.

Developing regions, such as some regions in Asia and Africa have problems such as land

degradation, low soil fertility, deforestation or negative impacts caused by climate change,

which requires more understanding for proper land use and land cover management. Many

researches have proposed solutions to this problem, but there is no study to propose land

management methods that combine machine and human intelligence. Therefore, this paper

proposes a method that combines machine learning methods and local expert knowledge.

The purpose is to use remote sensing images to solve the problem of unclear target area

segmentation or unknown object identity without �eld work.

The method proposed in this study needs to train a machine learning algorithm model (a

method familiar to professional computer science researchers) to achieve remote sensing

image interpretation, combined with the knowledge of local users (users may not be famil-

iar with machine learning algorithms, but have professional knowledge in the �eld of image

analysis). The user's domain knowledge is indigenous knowledge, which is not only the-

oretical knowledge learned in the literature, but learned from life experience. Combining

this kind of human knowledge with machine knowledge is a brand new research method,

and conducting �eld experiments locally will get better results, but this is not applicable

to this research, so this research is carried out in the Netherlands as the experimental

area. Knowledge itself is not universal, and research in di�erent �elds needs to use di�er-
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1. INTRODUCTION

ent domain knowledge (this is generally composed of ontology). In order to quickly build

domain knowledge, the basic domain knowledge used in this article is implemented from

the database of Corine Land Cover. Due to the non-universal nature of domain knowledge,

relevant ontology knowledge needs to be supplemented for object recognition in di�erent

regions.

Before entering the environment under development, the research and test users (from the

Netherlands) tested the research method and discussed its feasibility.

With the combined use of various technologies, including satellite imagery, object recogni-

tion technology, and machine learning, there is great potential for achieving remote land

management e�ciently, and this is not trivial for Africa or other rural areas

1.2 Objective

From the perspective of the time cost and labor required for research, it is unrealistic to

investigate land use by the government. It is also not feasible for local people to spend

time conducting land surveys because it will a�ect their daily life and work.

Therefore, the objective of this research is to implement a system that can save time and

manpower to e�ciently investigate land use needs to be developed. Using public satellite

images as a data source and object identi�cation as the main technique to analyze images

is suitable for this purpose. In order to obtain accurate results, the combined usage of

technologies can be necessary.

1.3 Research Question

According to the objective presented in the former parts, this research aims to answer the

following question: Is it possible to combine machine learning and (local) human intelli-

gence for a better interpretation of complex objects of satellite images in a low resource

context?

The question can be stated by answering two sub research questions:

Sub-RQ1: How can we design a promising approach for the interpretation of new objects

on satellite images based on various techniques to identify image patterns?

Sub-RQ2: How can we include (local) expert knowledge to make a proper improvements

to the models and obtain better results for the interpretation of land use?

2



1.4 Research Method

1.4 Research Method

In order to answer the questions raised in this study, feasible solutions need to be con-

sidered. This research needs the help of local experts' knowledge, but if all the object

recognition parts depend on the participation and guidance of experts, a lot of research

time will be wasted. Therefore, this study proposes a method that can use both machine

intelligence and human intelligence to achieve high e�ciency and high accuracy. The sys-

tem mainly includes two parts, one uses machine intelligence, semantic segmentation of

remote sensing images is made according to machine learning algorithms, and the other

part uses expert knowledge to implement the interaction between experts and machines by

building user interfaces, thus adjust the prediction results generated by machine learning

algorithm. Further, the system is supposed to generate more accurate land use informa-

tion. The modi�ed information is used to supplement the model training data, and further

train the model to improve the accuracy of the model.

3
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2

Background and Related Work

2.1 Remote Sensing and Object Recognition

2.1.1 Remote Sensing Overview

Remote sensing, in general, is a technology to monitor the surface of the earth through var-

ious sensors. Remotely-sensed data/information is, in theory, produced by remote sensing

sensors, which can be classi�ed as passive and active sensors. As de�ned in (1), passive sen-

sors are �those which sense natural radiations, either re�ected or emitted from the earth�,

such as photographic and thermal, while active sensors are �the sensors which produce their

own electromagnetic radiation�, such as LiDAR, radar, x-ray and etc. Remote sensing is

also classi�ed as optical and microwave (1).

Optical remote sensing mainly refers to the collection of detectable solar radiation through

sensors, such as visible, near-infrared, mid-infrared and thermal infrared bands, which are

mainly re�ected, refracted or scattered through the surface of the earth, and further gener-

ates satellite images by sensors above the surface. The surface of the earth is covered with

various materials, such as vegetation, water bodies, oceans, forests, buildings, roads, etc.

Di�erent objects have di�erent abilities to re�ect or refract solar radiation, and respond to

di�erent wavelengths of sunlight. This special characteristic provides the possibility of ob-

ject recognition based on the information in the remote sensing image. Recent technologies

fuse di�erent combinations of the bands to analyze when recognizing di�erent objects. For

example, in the spectrum of Landsat 8 OLI in Figure 2.1, the combination of band 4 , 3,

2 (Red, Green, Blue) fusion becomes the closest natural color image, and the combination

of band 5, 4, 3 (NIR, Red, Green) generates false color images, which can better identify

vegetation. Other more fusion of bands and corresponded usage description is shown in

Figure 2.2.
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2. BACKGROUND AND RELATED WORK

Figure 2.1: Landsat-8 Band Description

Figure 2.2: Band Combination and Usage
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2.1 Remote Sensing and Object Recognition

However, optical remote sensing is largely a�ected by factors such as the atmosphere

and humidity. For example, the formation of clouds will cover the objects on the ground.

Therefore, in many cases, the application of optical remote sensing needs to perform pre-

processing such as cloud removal of the image, which limits its application to a certain

extent. Microwave remote sensing, since its detection of the surface is not a�ected by

time, light, and atmospheric factors, makes it a helpful source of remote sensing data, and

it is also used in conjunction with optical remote sensing data in some applications (2).

There are many types of Earth observation satellites widely used worldwide. Low-resolution

sensors, such as MODIS, with spatial resolution of 1000 meters. Multi-spectral medium-

resolution sensors, such as Landsat-7 ETM+ and Landsat-8 OLI, with resolution of 30

meters. Hyper-spatial sensor, such as QUICKBIRD and RAPID EYE, whose spatial res-

olution can reach around 5 meters. More information of various sensors can be �nd in

Figure 2.3.

Figure 2.3: Sensors Description

2.1.2 Remote Sensing and Land Cover

Information on land cover and land use is of great value for strengthening land manage-

ment and planning. In recent years, with the continuous development of remote sensing

technology, the spatial resolution of images is also getting higher and higher, which makes

remotely sensed data have the opportunity to provide more contributions in the �eld of

land cover detection research. The spatial resolution of remote sensing data has a signi�-

cant impact on the identi�cation of land cover. The types of objects that can be identi�ed

under di�erent spatial resolution images vary greatly. For example, the minimum spatial
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2. BACKGROUND AND RELATED WORK

resolution for identifying forest land cover is only required to be 20 to 1 km, while the

identi�cation of speci�c vegetation types requires a spatial resolution of 0.1 to 2.0m, thus,

the choice of corresponding sensors is also di�erent. (3)

The sensors mainly include three types: coarse spatial resolution sensors, medium spatial

resolution sensors, and high spatial resolution sensors. Since the resolution of the coarse

spatial resolution sensor is above 250m, it does not make much contribution in the �eld

of object recognition, but it can be applied to the acquisition of information on a wide

range of land pro�les. The MODIS sensor with a resolution of 250m can be used to study

some plant or crop species in a �xed research area, such as the identi�cation of the main

species of crops in Central Asia.(4) Medium spatial resolution sensors, including the earliest

Landsat project. Among various medium spatial resolution sensors, the Landsat Thematic

Mapper (TM) sensor has been widely used for identifying vegetation, soil types, etc. due

to its higher spectral and spatial resolution. (5). The remotely sensed data from Landsat

has also been pointed out to be bene�cial for crop-based object-based classi�cation. (4)

High spatial resolution images make it possible to identify speci�c objects in the landscape.

For example, using the high-resolution sensor Quickbird, an object recognition study was

performed on a region in Strasbourg, France.(6) Vegetation, water, road, and house with

orange roo�ng tiles were e�ectively recognized.

Further, some studies have combined data of medium spatial resolution and high spatial

resolution to identify crop species in speci�c regions, such as West Africa. For example,

in the (2) study, Landsat, RapidEye, and TerraSAR- X remote sensing data is combined

to analyze the types of rainfed crops. This type of research is valuable in the �eld of land

management.

2.1.3 Image Interpretation

Image interpretation, in essence, is de�ned to automatically extract semantic informa-

tion from the given image. In the �eld of computer vision, image interpretation leads a

possible way to transfer imagery data into information that can achieve further machine

understanding and processing. However, the semantic gap problem is always faced by im-

age interpretation researchers (7), which causes mismatching between the knowledge from

users and the automatically extracted information from an image. Ontology has been in-

troduced in a lot of research in order to address the problem, since it provides a formal,

unambiguous and uniform method to express text content. Studer et al. (8) stated that:

�An ontology is a formal, explicit speci�cation of a shared conceptualization.� Hence, on-

tologies, every of which composed of a set of concepts, is widely used to describe regions
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2.1 Remote Sensing and Object Recognition

in a more formal and generic way of a speci�ed imagery.

In the �eld of region-based image interpretation, two main steps are taken into account

in most of the approaches, which are region building and region labeling. Region creation

means to segment the image into several homogeneous and continuous regions, then char-

acterize a set of low-level descriptors to each of the regions. While the main purpose of

region labeling is to provide every region with the best-matched concept(s) of ontology.

Ontology-based region characterization sets every single region with a semantic label, thus

provides a higher possibility to recognize objects correctly.(6)

2.1.4 Object Recognition Applications

Object recognition is a main application in the domain of image interpretation systems.

Considering about land cover and land use researches, the basic technique is classi�cation

of objects on earth surface. There are mainly two types of object classi�cation approaches,

which are region-based classi�cation and pixel-based approaches, according to that, various

image analysis applications have been developed. From the perspective of e�ectiveness,

region-based classi�cation methods have been proved to be better than pixel-based ones

for high-resolution image processing.(9) While pixel-based semantic segmentation meth-

ods, with the participate of machine learning algorithms, also stepped into the public view,

since it makes the maximum use of the computing power of machines, hence saved most

of the human power.

For region-based segmentation, the basic idea is to implement edge detection for each

region and segment images according to the edges. Traditional edge detection method,

watershed algorithm, was a popular methodology in the earlier period, which is always

combined with other algorithms nowadays and widely used for image segmentation. For

instance, (10) mentioned a methodology that combined watershed and spectral methods

and improved the performance to a higher level by using watershed algorithm to detect the

basic regions, and cluster micro-regions using spectral method. In (11), a watershed-based

method combined with machine learning algorithms, namely a fuzzy supervised classi�ca-

tion procedure and a genetic algorithm, has been proposed. In the methodology, machine

learning is used to construct the elevation map of the watershed paradigm and adjust the

segmentation parameters. A watershed based image segmentation algorithm is proposed

in (12), which implemented edge techniques to preprocess the image and get the estimated

gradient for further region segmentation, as well as using a region adjacency graph and

a bottom-up hierarchy to generate the �nal segmentation result. There are also methods

9



2. BACKGROUND AND RELATED WORK

that implemented both watershed algorithm and convolutional neural network (CNN), wa-

tershed for coarse-grained segmentation and CNN for �ne-grained segmentation, such as

it mentioned in (13).

Pixel-based segmentation is mainly about using a slide-window on the image, checking

per pixel when sliding, while locating each pixel a named object label. Pixel-based seg-

mentation can also be expressed as a color-based method. Applications of pixel-based

segmentation are mostly about distinguishing an object from the background, such as face

recognition, person feature recognition and etc. For the purpose of distinguishing target

object from the background, traditional methods always transform the original image to a

binary format, then construct a gradient image, and recognize the part where the gradient

value is signi�cantly di�erent as the foreground, but the performance of the method is

limited since the pixels of background can also be changed in a large range. (14) proposed

a new method, which is called Pixel-Based Adaptive Segmenter (PBAS), based on tradi-

tional methods but used control system theory. PBAS is always adjusting parameters for

each pixel during runtime, which achieved impressive performance on the Change Detec-

tion Challenge(15). Pixel-based segmentation can also perform as a color-based way to be

used in other �elds, such as medical �eld. With the help of machine learning algorithm,

K-means clustering technique, pixels of brain images are clustered based on the color dif-

ferences, thus this method can be used to detect the tumor in the brain.(16) In addition,

semantic image segmentation based on CNN is also a pixel-level classi�cation, such as deep

convolutional networks (DCNNs).(17) In recent years, this segmentation method has also

shown its advanced performance in image segmentation tasks, and performed impressively

in medical and remote sensing �elds.

2.2 Machine Learning

2.2.1 K-Means

K-means algorithm is a commonly used clustering algorithm. The basic idea of the al-

gorithm is to randomly select k samples as the center point in a given sample set, and

then divide the sample set into k clusters according to the distance between points in the

sample set and each center point, and each cluster is a category. The K-means algorithm

is suitable for many �elds, such as medical care, pattern recognition, tra�c images, image

processing, etc. (18)

In the �eld of brain tumor recognition, a color-based K-means image segmentation method

is proposed in (16). This method combines K-means clustering and histogram-clustering

10



2.2 Machine Learning

to perform tumor recognition on the converted grayscale image. The automatic classi�ca-

tion and recognition of pedestrians is of great signi�cance to the �eld of automatic driving

technology and intelligent vehicle development. The accuracy of the classi�cation results

determines the maturity and safety of automatic driving technology and can reduce the

occurrence of accidents. To address this task, a method based on K-means and random

decision forest is proposed. (19) This method combines k-means and a radial basis function

to transform the data into a smaller and more relevant set, and then merges the random

decision forest algorithm for classi�cation. The experimental results prove that the classi�-

cation result of this method is very satisfactory, and the accuracy of identifying pedestrians

reaches 97.37%.

In this study, the k-means algorithm was also used in the image segmentation, but the

classi�cation results were not very satisfactory, so other algorithms were tried such as the

CNN algorithm that is going to be mentioned in the following section.

2.2.2 Convolutional Neural Network

With the rise of deep learning, convolutional neural networks are increasingly used in vari-

ous research �elds including image recognition. The special structure of sparse connection

and weight sharing of convolutional neural network not only greatly reduces the computa-

tional complexity of the model, but also its rotation invariance and scaling invariance make

it robust. At present, Google has achieved an amazing accuracy of 96.9% on the ImageNet

dataset using convolutional neural networks(13). At the same time, the application of con-

volutional neural networks in the classi�cation �eld of satellite images can better solve the

problems of noise caused by di�erent satellite distances from the ground, di�erent shooting

angles of remote sensing equipment and atmospheric multi-spectral scattering.

The CNN algorithm is a deep learning algorithm that simulates the connections and work-

ing methods between neurons in the cerebral cortex. This algorithm was gradually devel-

oped from the MP model (20) proposed by psychologist McCulloch and mathematical logic

scientist Pitts in the earliest period and became the CNN algorithm model today. The

CNN model uses a single neuron as the basic processing unit. The input signal generates

the output signal through the neuron. The neuron processes the signal by introducing an

appropriate activation function. The sigmoid function, ReLu function, and tanh function

are more commonly used.

The basic structure of CNN is evolved from Multilayer Perceptron (MLP), which consists

of three parts: input layer, hidden layer and output layer. The hidden layer can contain

1 to n layers, see Figure 2.4 for details. The signal is connected to all the neurons in the

11



2. BACKGROUND AND RELATED WORK

adjacent hidden layer or output layer through the input layer, and the signal transmission

direction is from the input layer to the hidden layer to the output layer. Di�erent input

signals and neurons may have di�erent weight values. In the classi�cation algorithm, the

number of neurons in the input layer should correspond to the number of input feature

values, the number of neurons in the output layer corresponds to the number of classi�ed

categories, the number of hidden layers and the number of neurons in each layer can be

set according to speci�c circumstances.

Figure 2.4: MLP

The complete CNN structure is composed of an input layer, a convolutional layer, a sam-

pling layer, a fully connected layer, and an output layer, where the convolutional layer and

the sampling layer are generally arranged in an alternating manner. Each convolution layer

is composed of three parts, namely convolution part, pooling part and nonlinear activation

function layer. CNN uses the convolution operation of the convolutional layer, such as

using a 5*5 �lter, to extract di�erent features of the input layer by layer, and to extract

more advanced features as the number of layers increases. Sampling is performed by the

pooling operation to improve the calculation speed, and �nally passed to the activation

function to obtain the output value of each neuron. Check details in Figure 2.5 (21).

12



2.2 Machine Learning

Figure 2.5: CNN

2.2.3 Applications of CNN

Due to the advantages and features mentioned in the previous section, the achievements of

the CNN algorithm and its derived series of models in many research �elds have received

high attention from public.

As the resolution of remote sensing images improves, more details on the surface of the

earth are recorded, which poses challenges to traditional image segmentation processing

techniques. Deep Convolutional Networks (DCNNs) based on the CNN model have been

proposed, applied and solved advanced computer vision problems, such as the semantic

segmentation of remote sensing images, and played an indispensable role in various �elds

such as land use, land cover, urban construction, forestry and agriculture. DCNNs use a

large number of training set samples to train deep learning models to improve the accu-

racy of prediction results, thereby achieving accurate pixel-level segmentation (semantic

segmentation) of remotely sensed images. The Deeplab model proposed according to the

fully convolutional network structure has achieved good results in the �eld of close-up im-

age processing, such as the application of Google's pedestrian detection using the Deeplab

model. In terms of semantic segmentation, some studies have proposed the method of

bringing together DCNNs and probabilistic graphical models, and some studies have pro-

posed to combine DCNNs with its multi-layer features to improve segmentation accuracy.

The former research has achieved performance improvements in three aspects of the ba-

sic "DeepLab" system, namely processing speed, prediction accuracy, and simplicity of

system construction (17). The latter was improved on the original "DeepLabv3" model,

its segmentation performance evaluation was performed in three directions, namely pixel

accuracy (PA), mean pixel accuracy (MPA), and mean intersection over union (MIoU).

The experimental results showed that the performance of the model has been improved in

13



2. BACKGROUND AND RELATED WORK

three aspects (22).

Figure 2.6: VGG16

Furthermore, the region-based convolutional neural network (R-CNN) model has also been

rapidly developed in the �eld of object recognition. In recent years, R-CNN has been con-

tinuously optimized, the Fast R-CNN and Faster R-CNN algorithms have been generated

to further improve the accuracy of object recognition. The advantage of the Faster R-CNN

model is that it includes a Region Proposal Network (RPN) that is used to generate high-

quality suggested region frames. Advantages of the model is that it can share the full-image

convolution features during object detection and shortening time spent in this period (23).

The overall structure of Faster R-CNN combines the two models of Fast R-CNN and RPN.

RPN is responsible for the detection of the region, while Fast R-CNN is responsible for

learning the characteristics of the region and classifying the region. This integrated model

with clear division of labor greatly improves the e�ectiveness of the algorithm. Fast R-CNN

contains two output layers, one to predict the category of the object, and the other to opti-

mize the coordinates of the proposed object to obtain a more accurate target position (24).

Faster R-CNN has three main models, namely ZF (small) model, VGG_CNN_M_1024

(medium) model, and VGG16 (large) model. Although the VGG16 model requires a larger

GPU, its advantage is that the depth of the model is deeper, and it achieves better results

in feature extraction, thereby improving detection accuracy. VGG16 contains a total of

14




	List of Figures
	List of Tables
	1 Introduction
	1.1 Context
	1.2 Objective
	1.3 Research Question
	1.4 Research Method

	2 Background and Related Work
	2.1 Remote Sensing and Object Recognition
	2.1.1 Remote Sensing Overview
	2.1.2 Remote Sensing and Land Cover
	2.1.3 Image Interpretation
	2.1.4 Object Recognition Applications

	2.2 Machine Learning
	2.2.1 K-Means
	2.2.2 Convolutional Neural Network
	2.2.3 Applications of CNN

	2.3 Knowledge-Based Classification

	3 Materials and Methods
	3.1 Materials
	3.1.1 Dataset
	3.1.2 Ground Truth

	3.2 Methods
	3.2.1 U-Net
	3.2.2 Expert Knowledge
	3.2.3 User Interfaces


	4 Experiment and Results
	4.1 Preprocessing
	4.2 Model Training
	4.3 Model Evaluation
	4.3.1 Loss Curve
	4.3.2 Pixel Accuracy
	4.3.3 Mean Intersection over Union

	4.4 Interface Experiment
	4.5 Further Training

	5 Analysis
	5.1 Machine Learning Algorithm
	5.2 User Interface

	6 Discussion
	7 Conclusion
	References

